Hw 7 report

1.

Only if the end\_index<=start\_index and prob>=max\_prob that the the answer position would be update.

2.

I use “hfl/chinese-macbert-large” instead of BERT.

Performance: 0.81161

MacBERT used similar words for masking instead of [mask] token.

MacBERT can be directly replaced with the original BERT as there is no differences in the main neural architecture.